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I .  WHAT IS LINEAR REGRESSION   

 

Figure 1: Scatter Plots which could be Linearly Regressed (SUSS 2016) 

• Figure 1(A) shows a scatter plot that could be positively linearly regressed. 

• Figure 1(B) shows a scatter plot that could be negatively linearly regressed. 
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II .  STEP 1 :  SCATTER PLOT  TO CHECK LINEARITY  

Table 1: Repair Cost ($) vs Age (years) 

 

 

• Does the data in Table 1 show a linear relationship? 

• We perform a scatter plot in Excel to find out. 

 

Figure 2: Scatter Plot 

• Click Insert → Choose the 1st Scatter Plot 
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Figure 3: Label the Correct Axis 

• Select the Empty Chart that popped up 

• At the Design Tab, click “Select Data” 

• Click “Add” 

 

• Series Name: Select “Repair Cost” header 

• X Values: Select Age (years) column 

• Y Values: Select Repair Cost ($) column 

• Click OK 
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Figure 4: Editing using Quick Layout 

• Click Quick Layout and select the fx graph. 

 

Figure 5: Final Scatter Plot with Linear Regression Line 

• Figure 5 shows the final scatter plot with the linear regression line. This shows that the 
linearity check is OK. 

• Remember to edit the Axis Titles. 

• Note the Best Fit Line Equation given is ˆ 57.4 77.5Y X= +   
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A. ALTERNATIVE WAY FOR CURVE FITTING 
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III .  STEP 2:  REGRESSION ANALY SIS  

 

Figure 6: Click on Data Analysis 

• In order to perform Regression Analysis, you first need to install Excel Analysis Toolpak.  

• Please refer to Ang (2018) on how to install. 

• Click the DATA tab → Data Analysis → Regression → OK. 

 

Figure 7: Regression Analysis Inputs 

• Input Y Range: Repair Cost column 

• Input X Range: Age column 

• Select Labels 

• Select New Worksheet Ply 

• Click OK 
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Figure 8: Regression Analysis Output 

• Figure 8 shows a new sheet created with all the Regression Analysis Output. 

• We will explain it in detail in the next section.  
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IV.  STEP 3 :  ANALYZING THE REGRESSION ANALY SIS OUTPUT  

A. MULTIPLE R 

 

Figure 9: Multiple R 

• Multiple R is also called : Correlation Coefficient & is also labelled as : r 

• Multiple R or r shows the correlation between actual values of the dependent variable, Y and 
the predicted values for Y. 

• Multiple R = r = 0 indicates no correlation  

• Multiple R = r = 1 means perfect correlation.  

• Multiple R = r = 0.960 suggests a strong positive correlation. 

• This means that as age of the car increases, so does annual repair cost. 

• Figure 10 shows the equation of Multiple R or r.  

• Since we rarely use calculation by hand, we shall ignore the equation. (Figure 11)  
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Figure 10: Multiple R = r = Correlation Coefficient  

 

Figure 11: How to Calculate Multiple R = r = by hand = not important 
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B. R SQUARE 

 

Figure 12: R Square 

• R Square is known as the Coefficient of Determination 

• In the case of Multiple Regression, it’s called the Coefficient of Multiple Determination 

• R2 = (Multiple R) 2 = r2 = (0.9599) 2  = 0.9214 

• R2 = the proportion of variation of Y accounted for by variation in X. 

• For example, if R2 = 0.92, that means that X (age) accounts for 92% of the variation of 
Y (repair cost). 

• Since
2 1

SSR SSE
R

SST SST
= = − , we shall describe what is SSR / SSE / SST in the next 

section. 
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C. SSR / SSE / SST 

 

Figure 13: SSR / SSE / SST ... 

• SS: Sum of Squares 

• SSR:  Sum of Squares of Regression (variation) = 65895.2 = ( )
2

Ŷ Y−  

o Where ˆ 57.4 77.5Y X= + (this equation was given by Excel Scatter Plot when we 

used the fx graph in Figure 5).  

o Where 250
Y

Y
n

= =


 (refer to Figure 11) 

o We obtain ˆ&Y Y through Table 2 below.  

• SSE: Sum of Squares of Error (variation) = 5618.9 = ( )
2

ˆY Y−  

• SST: Sum of Squares Total (variation) = 71514.1 = = SSR + SSE = ( )
2

Y Y−  
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• MSR: Mean of Squares of Regression = 702.3625 = 
1

SSR
 

• MSE: Mean of Squares of Error = 65895.2 = 
2

SSE

n −
 

 

Table 2: Table to Obtain SSE / SSR / SST 
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D. DEGREES OF FREEDOM (DF) 

 

Figure 14: Degrees of Freedom (df) 

• The Degree of Freedom (df) for Regression is 1 

o Reason: ˆ 57.4 77.5Y X= +  

o Y hat is dependent only on one X. 

o In simple words, there is only one way to get Y based on the Regression Line.  

o It means that I can predict every particular observation (Y: the regression line) based 
only on X  

o That’s why only 1 df. 

• The df for Residual is 8 

o This means that there are 8/10 ways to get a guess of the residual.  

o The degrees of freedom associated with the error term (the residual) is (n − 2)(SUSS 
2016). 
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E. ADJUSTED R2 

 

Figure 15: Adjusted R Square 

 

Where:  

• R2
adj is needed because R2 is not very accurate.  

• R2
adj is more effective than R2.  

• Because as the number of independent variables,X1, X2, X3 etc... increases, R2 increases.  

• This makes R2 inaccurate. 

• R2
adj will not necessarily increase when a new variable is added. 

• R2
adj takes into account the effect of potential overfitting due to the number of independent 

variables. 

• R2: Coefficient of Determination 
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• n: number of observations = 10 

• k: number of X’s (or number of independent variables).  

• In this case, ˆ 57.4 77.5Y X= + , which means that there is only one X (age) (k = 1).  

• In the case of Multiple Regression where there are many Xs, k will increase.  
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F. STANDARD ERROR 

 

Figure 16: Standard Error of Estimate 

( )
2

.

ˆ

2 2
y x

Y YSSE
S

n n

−
= =

− −


 

• .y xS : Standard Error of Estimate = 26.5 

• .y xS  is a measure of dispersion of values around the regression line 

• .y xS : is the Standard Deviation of the Residuals away from the proposed line. 

• Figure 17 shows what Residuals are.  
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Figure 17: What are Residuals? 

• Small .y xS  = Lesser Scatter = Good predictor 

• Big .y xS  = More Scatter = Bad predictor 

• Similar to Multiple R or r, both measures strength of relationship between X and Y 

• But .y xS  has same units as Y, Multiple R or r has range -1 to 1 

• Since .y xS = 26.5, this shows that about 68% of the predictions should be within 

±$26.50 (±1σ) of the actual repair costs and about 95% should be within ($26.50 x 2) = 
±$53 (±2σ) of actual repair costs. 
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G. COEFFICIENTS 

 

Figure 18: Coefficients 

• Recall earlier that ˆ 57.4 77.5Y X= +  

• The Y intercept (Repair Cost) = $$77.50. 

• The gradient of X = 57.4. 

• This shows that every increase of X (age) by 1 year  

• → Y will increase linearly by Y = 57.4 (1) + 77.5 = $134.90. 
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H. F STAT 

 

Figure 19: F Stat vs t stat 

• 
65895.2

93.819
702.3625

MSR
F

MSE
= = =  

• The purpose of F and Significance F is for Global Testing (to test for All X).  

• In other words, the question (for multiple regression) is “Are ALL X important in this 
model?” 

• Since this is a case of single variable linear regression, the question becomes “Is X (age) 
important in this model? Does Y (repair cost) really depend on it?” 

• Let’s create a Global Hypothesis test: 

o Null Hypothesis: 0 1: 0H  = (X (age) is not important) 

o Alternate Hypothesis: 1 1: 0H   (X(age) is important) 

o Where 1  is actually referring to X. 

o α = 5% 
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• Since df (Regression) = Numerator = 1 

• Since df (Residual) = Denominator = 8 

• Referring to Table 3, F critical (Fcrit) = 5.32 

• Referring to Figure 19, F statistic (Fstat) = 93.82 

• Since Fcrit < Fstat → Accept H1 → X is important. 

Table 3: F distribution for alpha = 5% 
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Table 4: F distribution for alpha = 1% 
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I. SIGNIFICANCE F 

 

Figure 20: Significance F 

• Significance F (Fsig) is just another method for doing F Stat. 

• Similarly (following after F Stat), if α = 5% 

• & Significance F (Fsig) = 1.08E-05 

• → Fsig << α  

• → Accept H1 → X is important.  
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J. T STAT 

 

Figure 21: t stat 

 

• t stat = 9.686 

• t critical = 1.86 

o One-tailed test  

o α = 0.05 significance level 

• Refer to Table 5: Student's t distribution below.  

• Since; 

o Null Hypothesis: 0 1: 0H  = (X (age) is not important) 
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o Alternate Hypothesis: 1 1: 0H   (X(age) is important) 

• t critical < t statistic → H1 is accepted.  
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Table 5: Student's t distribution 
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K. P-VALUE 

 
Figure 22: P Value 

• Notice P-Value for X (Age) = 1.08E-05 is exactly the same as Significance F (Fsig) = 1.08E-
05 

• This is because there is only one X (age).  

• If there are multiple X’s, they will be different.  

• Since P-Value for X (Age) = 1.08E-05 << α = 5% 

• Likewise accept H1 → X is important.  



32 | P A G E  

COPYRIGHTED BY DR ALVIN ANG 

WWW.ALVINANG.SG 

L. LOWER AND UPPER 95% 

 

Figure 23: Lower and Upper 95% 

• How did we get Lower 95% = 43.73 and Upper 95% = 71.066 for Age? 

• The Mean Coefficient is 57.4. 

• The 95% CI is = 57.4 – 43.73 = 13.67. 

• Thus, the 95% CI is 57.4 ± 13.67 → (43.73, 71.07). 



33 | P A G E  

COPYRIGHTED BY DR ALVIN ANG 

WWW.ALVINANG.SG 

V.  ASSUMPTIONS OF LINEAR REGRESSION  

 
1. X values are independent.  

2. Y is dependent on X.  

3. Y values are Normally Distributed 

4. Means of Y values lie on the Regression Line. 

5. .y xS is the Std. Dev. of these Y values 

 

 

6. .y xS is a fixed constant. 

7. There's no relationship between each Y value.  

8. Each X has been picked independent of another X. 
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VI.  LINEAR REGRESSION BY HAND  

• Linear Regression by hand is also known as the “Method of Least Squares”. 

 

 

Figure 24: Example for Method of Least Squares 

• Presume we want to obtain the Linear Equation for Figure 24. 

 

Figure 25: Formula for Method of Least Squares 
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Table 6: Applying the Method of Least Squares 
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