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Answer: We use MSE (because it encompasses both Bias + Variance into ONE

indicator)

MSE = bias? + variance

e A LOW MSE indicates that both the bias and the variance are low. This
means that the model is accurate and reliable.

» A HIGH MSE indicates that either the bias or the variance is high. This
means that the model is not accurate nor reliable.

In general,

MSE below 10 is considered to be low.

0 indicates that the model is perfect and is making no errors.

1 indicates that the model is making as many errors as it is making
correct predictions.

MSE between 10 and 100 is considered to be high.

MSE above 100 is considered to be very high. It is VERY inaccurate.

The definition of high or low for the MSE depends on the specific

application.

However, it is important to note that these are just guidelines. The definition

of high or low for the MSE will vary depending on the specific application.

For example, a MSE of 10 might be considered to be low for a model that is
predicting the price of a house, but it might be considered to be high for a

model that is predicting whether or not a patient will have a heart attack.

How to Obtain the MSE of the Model using Python?

https:/www.alvinang.sg/s/Understanding_Bias_vs Variance_in_Python_by_
Dr_Alvin_Ang.ipynb

Step 1: Import Libraries

[16] 1 import pandas as pd
2 import numpy as np
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Step 2: Load the Boston Housing Data.csv

f = pd.read_csv( 'https

ZN INDUS CHAS NOX
0.00632 180 231 0.538
0.02731 7.07 0.469
0.02729 00 7107 0.469
0.03237 218 0.458
0.06905 218 0.458

0.06263 0573 6.593
0.04527 0573 6.120
0.06076 A 0573 6.976

Step 3: Train Test Split
1 #X_ _
2 X_train = df.sample(frac=0.7)
3
4
)
6
7
8

X test = df.drop(X_train.index)

Then we cross match
the index and remove

DIS RAD

4.0900
4.9671
4.9671
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6.0622

2.4786
22875

21675

)ston_housing_data.
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296.0
242.0
2420
2220
2220
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4.98
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Lastly, we take
the remains
and putinto
X_test

X test

1 }r’_‘tr‘a irl = X_‘tr"ain . pop( '.".'iEL"';.'l,L.,."' )

2
3y test = X test.pop( 'MEDV")
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Step 4: Create the LR Model using SKLearn

[2] 1 from sklearn.linear_model import LinearRegression
=

3 model = LinearRegression()

Step 5: Train / Fit the model using Linear Regression (using X_train and y_train)

[211 1 _ : . : -
2 model.fit(X_train, y_train)

* LinearRegression |

LinearRegression()

Step 6: Use the Model on the X_test to Predict the y_pred

0 1 - -
2y pred = model.predict(X test)

Step 7: Find the MSE

[23] 1 import sklearn.metrics
o

3 mse = sklearn.metrics.mean_squared _error(y test, y pred)
4

5 print(“"The mean squared error is:

1]

, mse)

The mean squared error is: 24.90477897634145

THE END
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